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요 약

본 논문은 real-time 어플리케이션을 위한 보다 효과적이고 효율적으로 ant-like mobile agent들이 QoS metrics를 고려하여 네트워크에서 목적지까지 가장 최적화된 route를 찾는 Ant 알고리즘을 바탕으로 한 QoS 라우팅 알고리즘에의 route 선택 강화 계산방식을 제시한다. 실제로는 각 연습의 경우 본 논문에서 제시하는 방법이 기존의 방법보다 delay jitter와 bandwidth를 우선적으로 하는 real-time application에 대한 가장 최적화된 route를 보다 효과적이고 보다 네트워크 환경에 적응적으로 찾아내는 것을 확인하였다.

Abstract

In this paper, we present a new method to calculate reinforcement value in QoS routing algorithm targeted for real-time applications based on Ant algorithm to efficiently and effectively reinforce ant-like mobile agents to find the best route toward destination in a network regarding necessary QoS metrics. Simulation results show that the proposed method realizes QoS routing more efficiently and more adaptively than those of the existing method thereby providing better solutions for the best route selection for real-time application that has high priority on delay jitter and bandwidth.
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I. Introduction

As the technology in computers and communications improves in fast pace mode, the worldwide demands for faster, secure and better communications networks services grow as well. Just a decade ago, much fewer people were getting various information electronically or online via Internet or any other types of electronic means, and more were depended on offline resources, such as books and newspapers, to gather needed information. Contents provided by various Internet Service Providers (ISPs) were limited and slow in service compared to those of now. But soon as more people started to realize the conveniences of Internet services and email, the
importance of online communications grew exponentially. And it eventually led to demand and supply of faster and better services.

Nowadays, it is very difficult to find a computer using a modem to get an Internet access via a phone line, which was common just a few years back. However, the lack of expandability of phone lines, in terms of speed, made ISOS to search for faster means, and people switched off from slower modem to faster Internet access using cable modem, Home LAN, VDSL and etc. with no more dial-ups. Faster speed and 24/7 access to Internet led to an emergence of new service contents such as Video on demand (VOD), real-time Video conference, peer-to-peer connection, and instant messaging services. The world is no longer far apart, but it's just a click away.

As Internet expands, the demand for real time and quality of services (QoS) in a network increases. The quality of services are sensitive to the network's characteristics such as bandwidth, delay, delay jitter, packet loss and cost depending on the type of applications. Furthermore, the use of multiple metrics is needed to better characterize a network and to support a wide range of QoS requirements.

Among many different kinds of routing algorithms, there is an algorithm called Ant algorithm, which is inspired from the adaptive and distributive behaviors of real ants of locating the fastest route to the food source by depositing a chemical substance called pheromone, on the trail during the trip to the destination. Furthermore, this particular form of indirect communication is typical among social insects to coordinate their activities, and it is called stigmeng.[1][2][3][4][5] This algorithm is proved to be very effective in terms of solving Traveling Salesman Problem, Quadratic Assignment Problem, and etc. However, thus far, there haven't been many researches that are done to realize QoS routing based on Ant algorithm, leaving large room for improvements and explorations.

The main purpose of this paper is to propose a new method to calculate reinforcement value reflecting all the necessary QoS metrics to better realize an adaptive behavior of Ant algorithm for real-time applications.

This paper is organized as follows. In section II, QoS routing algorithm based on Ant algorithm is introduced. In section III, detailed description of the proposed method of reinforcement calculation under the QoS routing algorithm described in section II is introduced. In section IV, experimental results are presented and at last, conclusion from this research is drawn out in section V.

II. Conventional QoS Routing Algorithm Based on Ant Algorithm

Ant algorithm is an evolution algorithm that mimics the distributive, adaptive, and most of all social behaviors of real ants. Real ants are capable of finding the shortest path from a food source to their nest without using visual cues by exploiting pheromone information. Here, pheromone is a chemical substance that each ant deposits on the trail to mark its path as well as to attract other ants to follow the same path toward the identical destination. Initially, ants take various paths to their destination, the food source, because none or an insignificant amount of pheromone to attract ants is deposited on any of the possible paths as shown in Figure I.
more and more ants travel to the same location, a path with the shortest distance between the nest and the food source gets more pheromone deposits. This is due to what is called pheromone decay. Pheromone decays with time; therefore, longer the distance means more pheromone gets decayed in that path. Therefore, a path with the shortest trip time or the shortest distance eventually left with the most pheromone, which, in turn, attracts more and more ants as shown in Figure 2. Now ants have established or found the shortest path to their destination.

In Ant algorithm, there are two types of mobile agents, forward and backward ants that mimic the aforementioned behaviors of ants. The forward ant is first sent out from a source node to its randomly selected destination, and it gathers the network information of the path it took to reach the destination, which will be used to update routing table later on. At each node, the forward ant locally selects a next neighbor node to hop in accordance with probability values of all links connecting the current node to its neighbor nodes that are stored in a routing table. Therefore, a link with the highest probability to be taken to go to the destination node has the best chance to be selected as the next node to visit toward destination. However, it does not guarantee the best edge to be chosen at every single time, which, in turn, allows ants to adapt their exploration activity to the varying data traffic distribution

The backward ant is created at the destination node once the forward ant safely arrives. The backward ant literally goes back to the source node by taking the same path that the forward ant took. On its way back, it pops the stored network information to know which node to travel next and also to update routing table of the node it is currently standing. The backward ant repeats this until it arrives back at the source node, and dies. This is very brief and basic explanation of Ant algorithm and with this in mind, QoS routing algorithm based on Ant algorithm in [1] is as follows.

There are $T$ sets of ants where every set is consisting of $M$ types of ants belonging to $M$ different call requirements, where each ant type must find the best path to its destination that satisfies all the requirements. Furthermore, the properties of pheromone deposits of each ant type are different from each other, so that an ant selects a route relying only upon the pheromone deposited by of same ant type. Since the major tasks of ant algorithm are to choose a path in accordance with pheromone deposits, and to adjust pheromone amount laid on the trail, the state transition rule and the pheromone updating rule are proposed in [1].

Under the state transition rule proposed in [1], a $d$ type of an ant at node $r$ selects a next node $s$ to travel according to following rule:

$$
\rho_d(r,s) = \begin{cases} 
1 & \text{max}(\text{phero}(d,r,u)), s \in J_d(r) \\
0 & \text{otherwise}
\end{cases}
$$

(1)

otherwise,

$$
\rho_d(r,s) = \frac{\text{phero}(d,r,u)}{\sum_{u \in J_d(r)} \text{phero}(d,r,u)}
$$

(2)

where, $q_0$ represents a constant value that lies
between 1 and 0, which is used to compare with \( q \), a randomly chosen number between 1 and 0, to determine how often either (1) or (2) is used to determine the probability of choosing the next node from the current node out of all neighbor nodes that lead to the destination. In other words, \( q \) represents percentage of choosing equation (1) or (2). For example, suppose \( q = 0.7 \), then about 70% of times a drype ant will choose the next node according to the probabilities set up by equation (1), and the other 30% of times the next node will be chosen by equation (2). \( p_a(r,s) \) represents probability of choosing node \( s \) as the next node to go to; \( \text{phero}(d,r,s) \) represents amount of \( d \) type pheromone deposited on the edge between node \( r \) and node \( s \) and \( J_d(r) \) represents neighbor nodes of the current node \( r \) that \( d \) type ant has not passed during its trip toward the destination.

The pheromone update rule is further divided into two sub-rules: local update rule and global update rule, the concept which was first proposed in \([9]\). Local measures are related to the variation that a given node introduces in the QoS characteristic; whereas, global measures are related to the absolute values expected for the QoS characteristic at a given point \([5]\). Measurements of non-cumulative QoS characteristics are always global; however, on the contrary, with cumulative QoS characteristics, measurements could be global or local \([7]\).

Under the local update rule, suppose a \( d \) type ant at node \( r \) chooses a neighbor node \( s \) as the next node to travel, the amount of pheromone \( \text{phero}(d,r,s) \) is adjusted in accordance with equation (3), otherwise no pheromone amount gets adjusted.

\[
\text{phero}(d,r,s) = (1-a_0) \times \text{phero}(d,r,s) + a_0 \times \text{cons}
\]

(3)

where, \( a_0 \) is a value between 0 and 1, and \( \text{cons} \) is a constant. In this way, ants will make a better use of pheromone information without the local updating, all ants would search in a narrow neighborhood of the best previous path \([11]\).

The global updating rule is used when the globally best path to the destination is found. Once the globally best path is determined, pheromone amounts of edges between all nodes in the globally best path are adjusted in accordance with equation (4), and pheromone amounts of all the other edges get adjusted by equation (5)

\[
\text{phero}(d,r,s) = (1-a) \times \text{phero}(d,r,s) + a \times F
\]

(4)

\[
\text{phero}(d,r,s) = (1-a) \times \text{phero}(d,r,s)
\]

(5)

where, \( a \) is a value between 0 and 1, and \( F \) is the cost function, and it plays the same role as the reinforcement value in AntNet \([9]\) for adjusting pheromone amount deposited in the path in accordance with the network conditions experienced by an ant that found the globally best path toward the destination. According to \([9]\), the reinforcement is a critical quantity that has to be assigned by considering three aspects listed below:

i) Paths should receive an increment in their selection probability proportional to their goodness.

ii) The goodness is a relative measure, which depends on the traffic conditions, that can be estimated by means of the local traffic model, and:

iii) It is important not to follow all the traffic fluctuations. This is important since uncontrolled oscillations in routing tables are one of the main problems in the shortest paths routing \([9]\).

The purpose of the global update rule is to search the globally best path \([11]\). Furthermore, the value of \( F \) is calculated by following equations:

\[
F = -F_1 + F_2
\]

(6)

where,

\[
F_1 = \sum_{i=1}^{N} \sum_{j=1}^{N} L_i C_j y_{ij} p_{ij}^{d}
\]

(7)

\[
F_2 = A \times \sum_{i=1}^{N} \sum_{j=1}^{N} H(Z_i) + B \times H(Z_2) + C \times H(Z_3)
\]

(8)
where, $N$ is the node number, $A$, $B$ and $C$ are positive real coefficients to indicate importance of each term in reinforcement calculation according to the QoS constraints. Furthermore, $F_1$ represents the total cost of the route selected by an ant, and $F_2$ represents the QoS constraints\(^{[1]}\).

$$H(Z) = \begin{cases} 0, & \text{if } Z < 0, \\ Z, & \text{otherwise} \end{cases}$$

$$Z_{ij} = p_{ij}^d \cdot L_{ij} - E_w$$  \hspace{2cm} (9)

$$Z_2 = P_w \cdot (\sum_{i=1}^{N} N_i^d \cdot N_i^0)$$  \hspace{2cm} (10)

$$Z_3 = \sum_{i=1}^{N} (1 - \lambda_i \cdot N_i^d \cdot (1 - E_w)) \hspace{2cm} (11)$$

Here, $P_{ij}^d = 1$ if an edge between node $i$ and node $j$ is an edge in the $d$ type ant selected route, otherwise $P_{ij}^d = 0$. $N_i^d = 1$ if node $i$ is the node in the $d$ type ant selected route, otherwise $N_i^d = 0$. Symbols $L_{ij}$, $L_C$ and $L_D$ are the available bandwidth, cost and delay of an edge between node $i$ and node $j$ respectively, and $L_w$, $E_w$ and $D_w$ represent link, bandwidth and delay constraints respectively.

Following the aforementioned rules, the algorithm takes the following steps. At first, if actual end-to-end delay jitter is greater than the delay jitter constraint, then routing fails; if not, then next step is to eliminate the link that does not satisfy the bandwidth constraint. These first two steps are the modifications to speed up the algorithm for real time applications. Next, the amount of pheromone deposited on every edge in the network topology is initialized for every type of ant. Then a set of ants of every type is sent out one at a time at constant interval toward corresponding destinations to collect network information, while choosing its path by repeatedly applying the state transition rule. After the set of ants has chosen the paths between their own source nodes and destination nodes successfully, the amount of every type of pheromone on every path is adjusted by using the local updating rule\(^{[1]}\). The previous step gets repeated for another set of ants, until all sets of ants finish the step. Next, choose the globally best ant of each type, and then use the global updating rule to adjust amount of pheromone on each path in the route that is selected by the best ant of each type\(^{[1]}\). Finally, the steps after the initialization step are repeatedly performed, until the accuracy requirement is satisfied\(^{[1]}\).

### III. Proposed Method for Efficient Route Reinforcement

As described in the previous sections\(^{[1]}\), calculates the differences between actual QoS measurements and QoS constraints in the process of calculating reinforcement value. However, the equations described in the previous section do not realize the adaptive behavior well enough to demonstrate adaptiveness of Ant algorithm. Unlike\(^{[1]}\), the proposed reinforcement calculation uses ratios between QoS measurements and QoS constraints. The proposed method to calculate the reinforcement value is as follows.

If $(F_2 > 1)$,

$$F = F_2 - k \cdot F_1$$  \hspace{2cm} (12)

else

$$F = F_2 - k \cdot F_1$$  \hspace{2cm} (13)

$$F_1 = \sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij} \cdot p_{ij}^d$$  \hspace{2cm} (14)

$$F_2 = A \cdot \text{min}(\text{Band}_{ij}) + B \cdot D_{ij} + C \cdot PLR + D \cdot DJ$$  \hspace{2cm} (15)

where $i \neq j$, and $i \in P$ and $j \in P$

$P = \text{All nodes in the chosen path}$

where, $F$ is the cost function or the reinforcement value $F_1$ is the total cost of the route, $F_2$ is the QoS constraints; and $k$ is weight constant for cost to indicate its importance compared to other QoS metrics.
\[
\text{Bandwidth} = \begin{cases} \frac{B_{\text{max}}}{B_k}, \text{where } B_{\text{max}} >> B_k \\
\quad 0, \text{ where } \frac{B_{\text{max}}}{B_k} < \text{tolerance rate} \end{cases}
\]
\[
(16)
\]
\[
\text{Throughput} = \begin{cases} \frac{D_{\text{max}}}{\sum D_{\text{max}}}, \text{where } \sum D_{\text{max}} << D_k \\
\quad 0, \text{ where } \frac{D_{\text{max}}}{D_k} < \text{tolerance rate} \end{cases}
\]
\[
(17)
\]
\[
\text{PLR} = \begin{cases} \frac{1 - (1 - P_{\text{loss}})}{1 - \Pi(1 - P_{\text{loss}})} \text{, where } \Pi(1 - P_{\text{loss}}) >> (1 - P_{\text{loss}}) \\
\quad 0, \text{ where } \frac{1 - (1 - P_{\text{loss}})}{1 - \Pi(1 - P_{\text{loss}})} < \text{tolerance rate} \end{cases}
\]
\[
(18)
\]
\[
\text{Jitter} = \begin{cases} \frac{J_{\text{max}}}{\sum J_{\text{max}}}, \text{where } \sum J_{\text{max}} >> J_k \\
\quad 0, \text{ where } \frac{J_{\text{max}}}{J_k} < \text{tolerance rate} \end{cases}
\]
\[
(19)
\]

Among equations (12) through (19), equation (15) calculates the amount of positive influence the QoS measurements put on the reinforcement calculation by considering the goodness of each QoS measurement compared to its constraint, and their rate of importance in the calculation. The goodness of each QoS measurement is calculated using equations (16) through (19).

Equation (16) shows the goodness calculation of bandwidth measurement. Since actual bandwidth measurement needs to be greater than or equal to its constraint, its goodness is measured by dividing the value of actual bandwidth measurement by the constraint. Thus, the goodness of bandwidth changes in accordance with its proportional value to the constraint. According to the definition of non-cumulative QoS characteristics given in [17], the bandwidth is a non-cumulative QoS characteristic where the definition of non-cumulative QoS characteristics given in [17] is the one for which the final influence of a set of consecutive nodes equals the worst influence of each node taken separately. So, when dealing with non-cumulative QoS characteristics, all modules have exactly the same performance responsibilities [7]. Such aspect had not been applied in [11]. However, according to equations (15) and (16) of the proposed method, the goodness of bandwidth that influences the calculation of F2, which is the total amount of goodness of the QoS measurements, is the worst influence taken in the trip. For instance, suppose the bandwidth constraint equals 90, and the bandwidths of all edges of the chosen path are 100, 110, 90, and 70, then the value of the first term of equation (15) will be 0, since the bandwidth of 70 does not satisfy the constraint.

Equation (17) is for calculating the goodness of the end-to-end delay measurement in comparison with the constraint. Similar to equation (16), the goodness is measured by calculating the fractional value of the constraint compared to the actual measurement. In other words, the goodness is measured by dividing the delay constraint by the end-to-end delay, since lower the end-to-end delay the better.

Equation (18) is for calculating the goodness of the packet loss rate in comparison with its constraint. The packet loss rate is transformed to an equivalent metric that follows the multiplicative composition rule according to the definition given in [16]. The goodness is also measured as the fractional representation of the ratio between the multiplicative value of the packet loss rate measurement and the constraint. Last but not least, equation (19) is for calculating the goodness of the delay jitter measurement in comparison with its constraint. This is also measured as the fractional representation of the ratio between the constraint and the measurement. In [11], this term was not presented to calculate reinforcement value, since it was taken outside the ant algorithm to speed up the algorithm. Delay, delay jitter, cost and packet loss rate are cumulative QoS characteristics. Cumulative characteristics include the ones for which the influence of a set of consecutive modules equals the sum of the influence of each module taken separately [11].
Equations (16) through (19) have term "tolerance rate." Tolerated rates are set individually for each QoS metric with values between 0 and 1. Each tolerated rate represents percentage of negative discrepancy that the QoS metric can tolerate. Constraints are the boundaries where the QoS measurements have to meet to guarantee the quality of service. However, in the case of having no paths satisfying the QoS constraints, tolerated rate can be used to find a path that provides a decent level of quality of service but with some service degradation; or QoS constraints are missed by a very small margin.

Tolerated rate of 1 is as saying there is no room for an error. Tolerated rate less than 1 means there are room for less qualified paths; however, squaring the fractional value of the goodness of the measurement that is less than 1 but satisfies the tolerated rate discriminates its positive influence on the reinforcement calculation to be less than that of values greater than or equal to 1. When the fractional value of the ratio between the measurement and the constraint does not satisfy the tolerated rate, the goodness is set to 0 to indicate no influence this measurement adds on the reinforcement calculation since the measurement does not satisfy its constraint nor the tolerated rate.

Furthermore, since the goodness of each QoS metric is calculated as the ratio between the actual measurement and the constraint that the goodness amount of each QoS term changes dynamically with the constraints and the measurements, which, in turn, reflects the network condition better in terms of deciding the best route. Suppose there are two cases: where in one, delay constraint is 5 and actual end to end delay is measured as 1 and in other case, delay constraint is 100 and actual end to end delay of 90. In both cases, actual delay measurements are 1 unit of delay better than their constraints; however, 1 unit of delay must have higher impact on the former case than the latter one, since the delay size of the former is much less than that of latter. However, under the calculation introduced in [10], 1 unit of delay always has the same impact on the reinforcement calculation regardless of the delay size.

Equations (12) and (13) are the top-level calculation of reinforcement. Equation (12) subtracts the total amount of goodness of all QoS measurements by the fractional value of the ratio between the total cost of the chosen path and the total amount of goodness of all QoS measurements. The reason for dividing the total cost by the total amount of goodness is to be able to control the importance of cost in relationship with other QoS metrics in reinforcement calculation. Otherwise, the cost would always be the major factor for determining the best route. Furthermore, under the proposed equation (12) other QoS metrics can be the major factors to determine which path is the best amongst all other possible paths exist between the source and the destination.

Equation (13) is for when $F_r$ less than 1. For example, if there exists a tolerated rate less than 1 and all QoS measurements, except for the one that satisfies its tolerated rate of less than 1, fail to satisfy the requirements, then $F_r$ might be getting a value less than 1. If this were the case, using equation (12) would resulted in higher negative impact the second term has on the reinforcement calculation than the cases where $F_r$ is zero. However, even though the value of $F_r$ is a value greater than zero, it is not good enough to overcome the total cost. Therefore, negative reinforcement is applied to diminish the pheromone deposited in the path to indicate that this path is not a preferable path to take henceforth increases the likelihood of agents choosing different routes.

In addition to the reinforcement calculation, the global update rule is also proposed to get the best out of the proposed reinforcement calculation.

$$\text{pherom}(d,r,s) = (1 - a_t) \cdot \text{pherom}(d,r,s) + c \cdot F_r.$$  \hspace{1cm} (20)

where, $c$ is coefficient of value between 0 and 1.

Equation (20) is used to adjust pheromone amount
on the globally best route, and equation (21) shown below is a new method to adjust pheromone amount of less qualified paths that were chosen in the process.

\[
\text{pherom}(d,r,s) = (1 - a_1) \cdot \text{pherom}(d,r,s) - d \cdot (F - F_{\text{others}})
\]  

Here \(d\) is weight coefficient and \(F_{\text{others}}\) is the reinforcement value of less qualified path. Since the reinforcement value under the proposed method is relative to the delay size, if there exist some routes that have reinforcement values almost as good as the globally best route, then the pheromone amounts of the nearly good routes reduce at a rate close to 

\[(1 - a_1) \cdot \text{pherom}(d,r,s)\]

Along with changes in the global update rule, some changes were made to the state transition rule as well. As described earlier, in the algorinm of [11], the probability of an ant choosing a neighbor node out of all the neighbor nodes of the current node as the next node to visit is set in two ways. One is to give probability of 1 to the edge that has the maximum pheromone deposit, otherwise set to 0. Thus, in this case, an edge with the maximum pheromone gets chosen all the time; therefore, no other edges can be ever chosen when this is the case. The other way is to set probability of an edge by dividing the pheromone amount of the edge by the sum of the pheromones of all edges which have not been passed in the trip. In the proposed method, random-proportional rule introduced in [5, 10] is adopted, which is as shown below.

\[
\text{prob}(d,r,s) = \frac{\text{pherom}(d,r,s)^{\eta_r}}{\sum \text{pherom}(d',r',s)^{\eta_r}} \quad \text{if selected move is on edge}
\]

\[
\text{prob}(d,r,s) = \text{otherwise}
\]  

where, \(\eta_r = \frac{1}{d + pl}\) (\(d\) = link delay, \(pl\) = packet loss rate), \(r\) and \(s\) represent current node and next node, and are parameters which determine the relative importance of pheromone versus delay and packet loss rate. By multiplying heuristic value of \(\eta_r\), we favor the choice of edges, which have less delay and packet loss rate, and have greater amount of pheromone, since the delay and the packet loss rate affect the probability.

### IV. Simulation

Fig. 3 depicts the topology of a network system, which consists of eight nodes and twelve edges connecting the nodes. This topology is adopted from the simulation environment used in [11] to ensure that the simulation results of the existing method in this experiment agree with the results presented in [11].

The values in the parenthesis near each node in Fig. 3 represent node delay, packet loss rate and node delay jitter respectively. whereas, the values in the parenthesis near each edge represent link cost, bandwidth and link delay respectively.

The QoS requirements are set to \(B_c = 70, D_c = 8, L = 10^{-3}\), and \(J = 3\). For the simulation of [11], the simulation parameters are set to \(T\) (sets of ants) = 8, \(M\) (call requests) = 3, \(a_n = 0.009, a_l = 0.073, \text{cons} = 0.32, q_t = 0.20, A = 0, B = 10\) and \(C = 15\). For the simulation of the proposed method, most of the simulation parameters are set exactly same as in the

| Table 1. Average iterations to find the globally best route. |
|---|---|---|---|---|
| Routing Requests (s, d) | Existing method [11] | Proposed method w/ TR=0.99 | Proposed method w/ TR=1 | Avg. Iter. |
| (0, 5) | 0 -> 1 -> 3 -> 5 | 62.2 | 0 -> 1 -> 3 -> 5 | 31.4 | 0 -> 1 -> 3 -> 5 | 36.9 |
| (1, 5) | 0 -> 1 -> 3 -> 5 | 32.2 | 0 -> 3 -> 5 | 25.2 | 0 -> 3 -> 5 | 25.5 |
| (1, 6) | 0 -> 1 -> 3 -> 5 | 36.8 | 0 -> 3 -> 5 | 31.4 | 0 -> 3 -> 5 | 31.5 |
| (2, 6) | 0 -> 1 -> 3 -> 5 | 48.7 | 0 -> 1 -> 3 -> 5 | 29.7 | 0 -> 1 -> 3 -> 5 | 29.2 |
| (2, 7) | 0 -> 1 -> 3 -> 5 | 30.6 | 0 -> 1 -> 3 -> 5 | 28.5 | 0 -> 1 -> 3 -> 5 | 28.3 |
| (5, 7) | 0 -> 1 -> 3 -> 5 | 32.6 | 0 -> 1 -> 3 -> 5 | 27.7 | 0 -> 1 -> 3 -> 5 | 27.1 |
| (4, 7) | N/A | N/A | N/A | 27.5 | 0 -> 1 -> 3 -> 5 | 27.8 |

(738)
2. 실험된 패턴들의 기존 방법과 제안한 방법 사용시의 강화 값 비교

Table 2. Comparisons of reinforcement values between the existing method and the proposed method for all routing requests.

<table>
<thead>
<tr>
<th>Routing Requests (s, d)</th>
<th>Reinforcement value of the best route under [1]</th>
<th>Reinforcement value of the best route under the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 5)</td>
<td>2</td>
<td>10.7286</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>44</td>
<td>26.4518</td>
</tr>
<tr>
<td>(1, 6)</td>
<td>16</td>
<td>13.1356</td>
</tr>
<tr>
<td>(2, 6)</td>
<td>4</td>
<td>10.914</td>
</tr>
<tr>
<td>(2, 7)</td>
<td>23</td>
<td>15.5625</td>
</tr>
<tr>
<td>(5, 7)</td>
<td>22</td>
<td>15.5</td>
</tr>
<tr>
<td>(4, 7)</td>
<td>-9</td>
<td>9.1</td>
</tr>
</tbody>
</table>

표 2. 기존 알고리즘과 제안된 알고리즘의 차이를 보여주는 비교표.

given topology, the edge between node 1 and node 2 is eliminated due to the filtering process.

At first, several unicast routing requests: node 0 to node 5, node 1 to node 5, node 1 to node 6, node 2 to node 6, node 2 to node 7, node 5 to node 7, and node 4 to node 7 are assumed. By simulation, the globally best routes are found for each method as shown in Table 1. Here columns ‘selected route’ represent the globally best route chosen for each routing request, and ‘average iteration’ columns represent number of iterations to have all ants converge to the globally best route that are chosen through repetitive process.

Compare to the simulation results of the routing requests (0,5), (2,6) and (4,7), the simulation results of all other requests do not seem to show the advantage of the proposed method has over the existing method since the improvements in average iteration to converge are small. However, it is very significant as well as important to understand what is underneath. Under the existing method, the reinforcement value changes at much greater rate than the proposed method; therefore, under the same network information, the reinforcement value of a globally best route is normally greater than that of the proposed method. In other words, pheromone in the globally best route gets adjusted with higher
value under the existing method than the proposed method, resulting in faster convergence. For instance, the reinforcement values of the globally best routes of the routing requests (1,5) and (2,7) under the existing method are 44.00 and 23.00 respectively; and 26.45 and 15.56 respectively for the proposed method as shown in Table 2. Although the reinforcement values are greater under the existing method, according to Table 1 the proposed method converged faster. This is due to the adaptive behavior that is realized in the proposed method of the global update using equations (20) and (21).

Table 3. Simulation result of routing request (1,5) under two different constraints.

<table>
<thead>
<tr>
<th></th>
<th>Existing method [1]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Selected Route</td>
<td>Average Iteration</td>
</tr>
<tr>
<td>Under Small Delay Constraint (Da = 8)</td>
<td>0→3→2→6→3→1</td>
<td>27.63</td>
</tr>
<tr>
<td>Under Large Delay Constraint (Da = 96)</td>
<td>0→3→2→6→3→1</td>
<td>27.47</td>
</tr>
</tbody>
</table>

Table 4. Simulation result of the last experiment.

<table>
<thead>
<tr>
<th>Routing Requests (s, d)</th>
<th>Under large delay constraint</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existing method in [1]</td>
<td>Proposed method</td>
</tr>
<tr>
<td></td>
<td>Selected Route</td>
<td>Average Iteration</td>
</tr>
<tr>
<td>(1, 5)</td>
<td>0→3→2→6→3→1</td>
<td>27.47 (27.47)</td>
</tr>
</tbody>
</table>

Next, an experiment is performed to see how the proposed method dynamically adjusts the reinforcement value, by comparing the simulation results of one with small delay constraint and the other with large delay constraint, thereby identifying the advantages of the proposed method.

To simulate one with small delay constraint, the QoS information on edges between node 5 and 6, and node 6 and 7 are changed to (1, 100, 0) and (2, 90, 1) respectively; and to simulate one with large delay constraint, the QoS information on edges between node 0 and 1, 1 and 3, 2 and 3, 1 and 7, 5 and 6, and 6 and 7 are changed to (2, 90, 93), (3, 80, 91), (2, 90, 91), (2, 90, 90), (1, 100, 1) and (2, 90, 1) respectively. Simulation results of both figures under the existing method and the proposed method are shown in Table 3.

Assuming the routing request of (1,5), the globally best route should be 1→3→5 since it satisfies the constraints and has the smallest delay measurement. However, the route 1→7→6→5 also satisfies the constraints and has the end-to-end delay of 4 and 94, just one unit of delay more than 1→3→5 in both cases. If we look at Table 3, the average iterations of two different cases under the existing method are nearly identical to each other. However, the average iterations of two different cases under the proposed method show some discrepancy.

The reason for such discrepancy is due to how the reinforcement values are calculated in the methods. Under the existing method, amount of impact a unit of delay exerts on the reinforcement value is constant regardless of delay size. However, in the proposed method, such fact is realized, and that is why it takes more iterations to converge when the delay size and the constraint are large.

One last experiment is done using network topology with edges between node 0 and 1, 1 and 3, 2 and 3, 1 and 7, 5 and 6, and 6 and 7 having QoS information of (2, 90, 93), (3, 80, 91), (2, 90, 90), (2, 90, 90), (1, 100, 1) and (2, 90, 10) respectively. Assuming the routing request (1,5), the simulation result is compared with that of the previous experiment under large delay constraint.

If we compare the results in Table 3 with Table 4, the average iteration of [1] is the same, while the average iteration of the proposed method is reduced. The reason for such reduction in number of iteration under the proposed method is due to equation (21), which reflects more of an adaptive behavior. Since the reinforcement value under the proposed method is relative to the delay size, if there exists some routes.
that have reinforcement values almost as good as the globally best route, then the pheromone amounts of the nearly good routes reduce at a rate close to \((1-a_1) \cdot \text{pheromone}(d, r, s)\), which was the case for the previous experiment.

V. Conclusions

Ant algorithm is a routing algorithm, realizing adaptive and social behavior of ants of finding the best route to the food source from the nest by indirect communications between ants using a chemical substance called pheromone.

This paper has presented with an adaptive method to reinforce route in real time application specific QoS routing algorithm based on Ant algorithm. Unlike in the existing method, under the proposed method, the reinforcement value is calculated using the fractional ratios between the measurements and the constraints, which, in turn, provides with the reinforcement value relative to the measurement’s size and the constraint’s range. This way a unit of change in a QoS measurement adds different amounts of influences on the reinforcement value depending upon the measurement’s size and the constraint’s range. And with further changes in the global update equations, the proposed method shows more adaptive behaviors than the existing method, providing faster convergence time.
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