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Abstract—This paper proposes an algorithm that provides both dynamic voltage scaling and power shutdown to minimize the total energy consumption of an application executed on an on-chip multiprocessor. The proposed algorithm provides an extended schedule and stretch method, where task computations are iteratively stretched within the slack of a time-constrained dependent task set. In addition, the break-even threshold interval for amortizing the shutdown overhead is considered. By evaluating each set of stretched task computations, an energy-efficient set is obtained. The proposed dynamic voltage scaling efficiency metric is the ratio of the reduced energy to the increased cycle time when the supply voltage is scaled, which can be used to determine the task computation cycle to be stretched. Experimental results show that the proposed algorithm outperforms the traditional schedule and stretch method in the various evaluations of target real applications.

Index Terms—Dynamic voltage scaling (DVS), energy-aware systems, load balancing and task assignment, on-chip multiprocessor, power management, processor scheduling.

I. INTRODUCTION

Minimizing energy consumption has become a primary concern in the state-of-the-art on-chip multiprocessors to extend the battery life in embedded systems. Dynamic voltage scaling (DVS) and power shutdown (PS) are known as the main high-level task computation energy-saving techniques. The DVS technique scales the voltage swing and the operation frequency of voltage-variable processing elements (PEs) or cores on the fly; the PS technique shuts down the power of each PE or makes the PE dormant [1]. For on-chip multiprocessors, the DVS and PS techniques can be combined by adopting these techniques at the same time. For an example of the AMD’s Opteron multiprocessor [2], a power scheduler can shutdown each core independently, and the supply voltage can be scaled by controlling an off-chip voltage regulator.

Several previous works related to energy-saving techniques using DVS on multiprocessor systems concentrated on the energy savings for independent tasks running on an on-chip multiprocessor (such as online scheduling) [3], [4] or dependent tasks running on an off-chip multiprocessor (such as offline scheduling) [5], [6]. Both the leakage-aware multiprocessor scheduling and the schedule and stretch (S&S) described in [7] and [8] applied DVS to dependent tasks on an on-chip multiprocessor by evenly distributing the remaining time before the deadline (slack). Moreover, the DVS efficiency of stretched task computations and the PS overhead were not considered. In addition, the approaches described in [7]–[9] concentrated on coarse-grained DVS techniques, where the optimal number of PEs was obtained to minimize total energy consumption. The energy model shown in [10] did not consider PS separately. The leakage-aware energy optimization proposed in [11] focused on the adaptive body biasing. Several previous works assumed that the supply voltage and operation frequency could be variable in each core [12]–[14] or the hardware area could be partitioned into several operation frequency islands [15].

This paper proposes an algorithm that uses both the DVS and PS techniques to minimize the total energy consumption of an application running on an on-chip multiprocessor with homogeneous voltage-variable PEs. The proposed algorithm provides an extended S&S, where the task computation cycles are iteratively stretched within the slack of a time-constrained dependent task set. In addition, the minimal break-even threshold interval of PS is proposed to amortize the energy and the time overhead of PS. The iterative stretches are evaluated to obtain the most energy-efficient set of stretched task computations. The DVS efficiency metric is proposed to evaluate the energy efficiency of the reduced task computation energy over the stretched task computation cycles, where the supply voltage and operation frequency for the task computation cycle with the highest DVS efficiency are lowered. We implement two versions of the extended S&S with and without adopting the DVS efficiency metric, so that the effectiveness of the extended S&S and the DVS efficiency metric can be analyzed. The extended S&S without adopting the DVS efficiency metric provides the iterative stretches and evaluations considering PS on the fly, but the slack is distributed evenly like the traditional S&S. Experimental results show that the proposed algorithm outperforms the traditional S&S in the various evaluations of real applications.

This paper is structured as follows. In Section II, several models and definitions are provided. In Section III, the proposed algorithm is discussed in more detail. In Section IV, experimental results are provided. Finally, our conclusions in this paper are summarized.

II. MODELS AND DEFINITIONS

A. Task Model

The application running on a multiprocessor system is modeled as a directed acyclic communication task graph (CTG) [5], [6]. In a CTG, each task noted as a vertex has time constraints for the task-finishin deadline and task computation cycles. The communication noted as an edge represents the dependence between tasks. A task cannot be computed before finishing its predecessors. The task computation cycles of each task are fixed; the computation time can be changed according to the operation frequency.

B. Hardware Model

Considering the specifications of chip multiprocessors in [16], the majority are symmetric, so that it is assumed that N homogeneous PEs can be communicated with each other. Compared to the off-chip multiprocessor, the communication overhead can be reduced in the on-chip multiprocessor, as explained in [17]. Therefore, the communication energy and time overhead are not considered. A task should be computed on one PE. Due to the area and cost limitation of the off-chip regulator in embedded or mobile systems, all PEs are assumed to be powered from one off-chip regulator, so that supply voltage levels applied to PEs are equal at the same time. In addition, the same operation frequency is applied to every PE due to the sameness of supply voltage levels. Consequently, applying the same frequency level does not require independent clock distributions and complex synchronization circuits in an on-chip multiprocessor.
C. Power Model

This paper adopts the normalized power model shown in [7], which is based on the power model in [18]. Let \( f_{\text{max}} \) and \( V_{\text{max}} \) denote the maximum operation frequency and its corresponding supply voltage, respectively. In addition, \( \delta \) and \( \sigma \) are used to indicate the ratio of the dynamic power consumption and the static power consumption to the total power consumption at \( f_{\text{max}} \). With the normalized frequency \( f_{\text{norm}} = f / f_{\text{max}} \) and the normalized voltage \( V_{\text{norm}} = V_{\text{id}} / V_{\text{max}} \), the normalized power consumption in [7] and [18] is given by

\[
V_{\text{norm}} = \beta_1 + \beta_2 f_{\text{norm}}
\]  

(1)

where \( \beta_1 = V_{\text{th}} / V_{\text{max}} \) and \( \beta_2 = 1 - \beta_1 \). The normalized energy consumption function, which means the normalized total energy consumption required in one cycle time, is given by

\[
E(f_{\text{norm}}) = \delta(\beta_1 + \beta_2 f_{\text{norm}})^2 + \sigma(\beta_1 / f_{\text{norm}} + \beta_2).
\]  

(2)

The normalized cycle time is defined as \( C_{\text{norm}} = 1 / f_{\text{norm}} \). In (2), \( \delta, \sigma, \beta_1, \) and \( \beta_2 \) are predetermined based on the semiconductor technology constants. Even though \( V_{\text{th}} \) increases with \( V_{\text{id}} \) as shown in [19], the increase is neglected due to its insignificant magnitude.

PS completely eliminates both the dynamic and the static power consumption because tasks cannot be computed and no power is supplied, whereas DVS reduces only the dynamic power consumption while computing tasks on the fly. The normalized operation frequency domain is discrete since both the number and the resolution of available supply voltage levels from an off-chip voltage regulator are limited. In addition, both the time and the energy overhead of PS are considered in this paper. The time and the energy overhead of DVS due to the voltage transitions, however, are not explicitly considered to obtain the total energy consumption because the operation frequency transitions between task computation cycles are minimized and the number of transitions can be much smaller than the number of computation cycles.

D. Critical Speed and Shutdown Overhead

The critical speed described in [7] is the available normalized frequency that minimizes the total energy consumption needed in a clock cycle time. The critical speed \( f_{\text{critical}} \) can be obtained using the strict convexity of \( E(f_{\text{norm}}) \). First, the optimal normalized frequency \( f_{\text{optimal}} \) is obtained by solving \( \nabla E(f_{\text{norm}}) = 0 \). Then, the minimal value of the available normalized operation frequencies can be \( f_{\text{critical}} \), which can be equal to or higher than \( f_{\text{optimal}} \).

The total energy consumption needed in a cycle time can increase below the critical speed due to the increased static energy consumption. In this case, the choice whether the redundant slack is used to shutdown all PEs of the on-chip multiprocessor or maintain the supply voltage level of the critical speed is dependent on the energy efficiency of PS considering the PS overhead. In addition, nonactivated intervals of each PE can be used to shutdown the PE (each PE can be dormant) because each PE is controlled independently.

To determine whether making all PEs dormant is energy efficient or not, the break-even threshold interval for PS \( T_{\text{threshold}}(\text{PS}) \) is provided by

\[
T_{\text{threshold}}(\text{PS}) = \max \left( \frac{E_{\text{overhead}}(\text{PS})}{P_{\text{dc}}(\text{critical speed})}, T_{\text{overhead}}(\text{PS}) \right)
\]  

(3)

where \( E_{\text{overhead}}(\text{PS}) \), \( P_{\text{dc}}(\text{critical speed}) \), and \( T_{\text{overhead}}(\text{PS}) \) denote the normalized energy overhead of PS, the normalized static power consumption at the critical speed, and the normalized time overhead of PS, respectively. Both the time and the energy overhead are normalized with a cycle time at the maximum operation frequency and the maximum total energy consumption needed in the cycle time.

To evaluate the energy-saving efficiency in the dormant mode of each PE, the static energy consumption needed in the chained cycle time of the nonactivated PE is compared with \( E_{\text{overhead}}(\text{PS}) \), where making all PEs dormant is impossible due to the activation of other PEs in the middle of the chained cycles. The length of time required for the chained nonactivated cycles should be longer than the time overhead of PS.

E. DVS Efficiency Metric

The DVS efficiency metric is proposed to determine the cycle to be stretched. The DVS efficiency metric represents the ratio of the total energy savings to the increased cycle time when DVS is applied to all activated PEs and the operation frequency is lowered. By using (2), the formulation and concept of the DVS efficiency metric are introduced. Starting from an operation frequency, DVS increases the cycle time, along with decreasing the energy consumption needed in one cycle and the slack. Let the number of activated PEs at the \( c \)-th cycle be denoted by \( N_A(c) \). With the normalized operation frequencies \( f_1, f_2 \) and their cycle times \( C_1, C_2 \), the DVS efficiency metric obtained from the noninfinitesimal differentiation is formulized by

\[
N_A(c) \left( -\frac{E(f_1) - E(f_2)}{C_1 - C_2} \right), \quad \text{where} \quad f_1 > f_2.
\]  

(4)

Considering the strict convexity of the DVS efficiency metric in (4), DVS starting at the maximum normalized operation frequency is the most energy efficient. For task computation cycles with a different number of activated PEs, the number of activated PEs should be multiplied.

III. PROPOSED ALGORITHM

The outline of the proposed algorithm is as follows: After task scheduling, DVS is applied to the task computation cycle with the highest DVS efficiency. In the extended S&S, DVS is repeated until there is no available slack. In each stretch, the stretched task computations are evaluated and compared with the previous best solution. When the loop is finished, the best solution with the lowest total energy consumption is obtained. In the following, the proposed algorithm based on the outline will be explained in detail.

A. Task Scheduling

The proposed algorithm adopts the priority-based task scheduling described in [5], which attempted not to make unnecessary long paths (dependent sets of ordered tasks). Every task is scheduled by repetitions of the priority-based task selection, the task mapping, and the task ordering for every task. Except for the task scheduling adopted earlier, other task scheduling methods can be acceptable because applying DVS for an on-chip multiprocessor does not violate the dependencies between tasks. In addition, the same operation frequency is shared by every PE in the on-chip multiprocessor, so that the voltage scaling can be performed after the task scheduling.

B. Voltage Scaling With DVS Efficiency Metric

By using a greedy approach, the task computation cycle with the highest DVS efficiency is determined and stretched. In Fig. 1, the scheduled tasks of a CTG are given and three homogeneous PEs
are assumed. For a set of nonincreasingly ordered three operation frequencies in Fig. 1, \( F = \{ f_{\text{max}}, f_2, f_1 \} \), the cycle times are assigned as one, two, and three time units, respectively. In the partially stretched task computation cycle shown in Fig. 1(a), the first task computation cycle with the highest DVS efficiency has been stretched, where three PEs are all activated. After obtaining the partial solution shown in Fig. 1(a), the next task computation cycle to be stretched is adopted after calculating the DVS efficiency for each task computation cycle. If \( 2 \cdot (E(f_{\text{max}}) - E(f_2)) \geq 3 \cdot (E(f_2) - E(f_1)) \), as shown in Fig. 1(b), the second task computation cycle shown in Fig. 1(c) might not be energy efficient due to the static energy consumption. The stretched task computations cannot always decrease because of the PS overhead or the static energy consumption. The number of PEs was set as 2090. The values of the technology-dependent parameters, \( \delta \), \( \sigma \), \( \beta_1 \), and \( \beta_2 \) of the normalized energy consumption function were predetermined.

### IV. EXPERIMENTAL RESULTS

The proposed algorithm was implemented by the C++ language, the boost graph library [20], and the standard template library [21]. For apple-to-apple comparisons in terms of the total energy consumption, two versions of the extended S&S with and without adopting the DVS efficiency metric and the traditional S&S were implemented.

#### A. Experimental Environments

In experiments, standard task graphs (STGs) [22] extracted from SPEC fpppp benchmark, robot control application, and sparse matrix controller were adopted as targeted CTGs. The sparse STG could provide high parallelism, so that the evaluation of sparse was performed on the large number of PEs. In robot, the maximum number of predecessors for any task was only three. On the other hand, the maximum number of predecessors was 81 in fpppp. Moreover, fpppp provided a large number of tasks more than 300.

All CTGs had three types of maximum deadlines: tight, normal, and loose. The deadlines were determined based on the critical path of each CTG. The number of tasks and edges, and the deadlines of the CTGs are listed in Table I, where dummy tasks and edges are not included.

The normalized time and the maximum energy consumption required for one activated PE in one cycle time at maximum operation frequency are denoted as NT and NE, respectively. NT and NE were used as the time and energy units. The technology-dependent parameters (\( \delta \), \( \sigma \), \( \beta_1 \), and \( \beta_2 \)) of the normalized energy consumption function were predetermined. Ten percent of the power consumption at maximum operation frequency was assumed to be the static power consumption (\( \delta = 0.9 \) and \( \sigma = 0.1 \)). In addition, the threshold voltage was determined to be 0.3 times the maximum supply voltage (\( \beta_1 = 0.3 \) and \( \beta_2 = 0.7 \)) based on the process data in [18]. The optimal normalized frequency is located between 0.3 and 0.2 (1/NT). In addition, the DVS efficiency when the normalized operation frequency is 0.3 (1/NT) is approximately zero. Therefore, a set of normalized operation frequencies \( F_{\text{norm}} = \{ 0.1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3 \} \) was adopted, where the critical speed was set as 0.3 (1/NT). The energy overhead of PS and the time overhead of PS were set as 10 (NE) and 10 (NT), respectively. Therefore, the break-even threshold interval of PS was 196.08 (NT). The values of the technology-dependent parameters, the set of the normalized operation frequencies, and the PS overhead mentioned earlier were used, unless noted otherwise.

#### B. Performance Evaluations

The number of PEs adopted should be determined according to the complexity of each application. Therefore, the number of PEs was determined considering the experimental results described in [7]. Table II shows the evaluation results for total energy consumption when the normal deadline was adopted. The number of PEs was set according to each real application; nine, seven, and nineteen PEs were adopted for fpppp, robot, and sparse, respectively.

In Table II, the total energy consumption is reduced by 51.01% on average, compared with the total energy consumptions when DVS and PS are not applied. On average, the energy saving was improved.
by 7.16% over the traditional S&S and 4.08% over the extended S&S without adopting the DVS efficiency metric. The energy-saving improvement of robot, which had the smallest number of PEs, was greatest.

As shown in Fig. 2, experiments were performed with the normal deadline by varying the number of PEs, where the number of PEs adopted for each application was also determined based on the experimental results in [7]. In general, the energy-saving improvements increased with growing the number of adopted PEs. The energy-saving improvements over the traditional S&S were always greater than or equal to those over the extended S&S without adopting the DVS efficiency metric. In particular, for sparse, the improvements over the traditional S&S were equal to those over the extended S&S without adopting the DVS efficiency metric, which means that the static energy savings by PS were equal.

When the same number of PEs was adopted, the energy savings for the tight deadline could be more improved than those for the normal or the loose deadline. For example, the energy saving for robot with the tight deadline was improved by 6.44%, whereas the energy savings for robot with the normal and loose deadlines were improved with 4.49% and 2.36%, respectively, compared to the extended S&S without adopting the DVS efficiency metric.

The experiments were performed by changing the ratio of the static power consumption at the maximum operation frequency, where we adopted three pairs with \( \delta = 0.5 \) and \( \sigma = (0.9, 0.1), (0.7, 0.3), \) and \( (0.5, 0.5) \). Because the DVS efficiency and the critical speed are changed according to \( \delta \) and \( \sigma \), the set of normalized operation frequencies was changed. For side-by-side comparisons, both the operation frequency and the PS overhead were maintained, so that the set of normalized operation frequencies for \( \delta = 0.5 \) and \( \sigma = 0.5 \) was \( F_{\text{norm}} = \{1, 0.9, 0.8, 0.7, 0.6, 0.5\} \), where 0.5 was set as the critical speed. In addition, the set of normalized operation frequencies for \( \delta = 0.7 \) and \( \sigma = 0.3 \) was \( F_{\text{norm}} = \{1, 0.9, 0.8, 0.7, 0.6, 0.5\} \), where 0.5 was set as the critical speed. The evaluations were performed with the normal deadline, where nine, seven, and nineteen PEs were adopted for fppp, robot, and sparse, respectively. In Table III, the energy-saving improvements over the traditional S&S were increased with \( \sigma \), whereas the energy-saving improvements over the extended S&S without adopting the DVS efficiency metric were decreased with \( \sigma \).

These results indicate that the improvements over the traditional S&S can be obtained by reducing the static energy consumption using PS. On the other hand, the improvements over the extended S&S without adopting the DVS efficiency metric could not be enhanced due to the reduced DVS efficiency in lower operation frequencies.

V. CONCLUSION

This paper proposes an algorithm to minimize the total energy consumption of an application being executed on an on-chip multiprocessor. The energy efficiency of DVS is maximized using the proposed DVS efficiency metric. In the extended S&S method, using the iterative stretches of task computations and energy evaluations including PS, the best solution with the lowest total energy consumption can be obtained. In addition, the break-even threshold interval for amortizing the shutdown overhead is proposed. The experiments were performed for targeted real applications, where the proposed algorithm outperformed the traditional S&S in various evaluations. Considering the normalized energy consumption function, it is concluded that the extended S&S using the DVS efficiency metric must be useful for improving the energy-saving efficiency.
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Abstract—Scan chain division has been successfully used to control shift power by enabling mutually exclusive flip-flops at different times during the scan cycle. However, to control capture power without losing transition fault coverage during at-speed scan test, the existing automatic test pattern generation (ATPG) flows need to be modified. In this paper, we present a novel scan chain division algorithm that analyzes the signal dependencies and creates the circuit partitions such that both shift and capture power can be reduced when using the existing ATPG flows. This novel algorithm has been designed for the broadside test application strategy, and a technique for employing partial scan when dividing the scan chains is also proposed.

Index Terms—Broadside (BS), low-power at-speed test, partial scan.

I. INTRODUCTION

As the feature size of technology nodes decreases, the number of physical defects that affect the dynamic behavior (i.e., timing failures) of digital integrated circuits is on the rise. However, it is increasingly difficult to detect such defects using the existing current-based testing methods (e.g., IDDQ) since the quiescent current of a faulty circuit is hard to be distinguished from a fault free one [2]. As past research has shown that, applying stuck-at vectors at operating frequency can help detect the timing-related defects [3], at-speed testing has established itself as an essential step in manufacturing test.

At-speed delay fault tests are graded in terms of fault coverage with respect to a particular delay fault model [4]. In this paper, we focus on the transition fault model. For testing a delay fault, a pair of test patterns $V_1$ and $V_2$ is applied in successive clock cycles at the operating frequency. The first pattern $V_1$ initializes the circuit under test (CUT) into a known state, while the second pattern $V_2$ is used to trigger the transitions that will detect the targeted fault(s). When scan-based design-for-test (DFT) method is employed, test (CUT) into a known state, while the second pattern $V_2$ is scanned $V_2$ into the internal flip-flops (FFs). To obtain $V_2$, there are three test application strategies: enhanced scan, skewed load (launch off shift), and broadside (BS) (launch off capture).

In enhanced scan, $V_2$ is buffered in shadow latches, which may incur an unacceptable area penalty for most applications. In skewed load, $V_2$ is generated by shifting the $V_1$ by one position, which requires the scan enable (SE) signal to switch at speed. The coverage for BS, where $V_2$ is functionally justified through the combinational logic, is typically lower. However, this is mainly because both enhanced scan and skewed load cover more faults that cannot be excited in the native mode. Because both skewed load and BS are employed in practice [2], in our prior work, we focused on skewed load [5]; in this paper, the focus is on BS.

While applying at-speed patterns can detect timing-related defects, the use of scan poses a problem on test power consumption. This